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ABSTRACT Physiological signal variability can offer important insight into cardiovascular activity and
clinical cardiovascular diseases. Heart rate variability (HRV) and pulse transit time variability (PTTV) are
two important time series variabilities. However, combining HRV and PTTV can enhance the classification
accuracy for heart failure which is unknown. In this paper, a simultaneous analysis of HRV and PTTV
performed on both normal subjects and heart failure patients, was carried out, aiming to investigate the
improvement of HRV-based heart failure detectionwith the assistant of PTTV analysis. Forty normal subjects
and forty heart failure patients were enrolled. Standard limb lead-II electrocardiogram and radial artery
pressure waveforms were synchronously recorded. HRV and PTTV analysis were performed on the acquired
RR and PTT time series using the standard time- (MEAN, SDNN, and RMSSD), frequency- (LF, HF, and
LF/HF), and non-linear (SD1, SD2, sample entropy, and fuzzy measure entropy) domain indices. The results
showed that all HRV indices except MEAN (P = 0.1) and LF/HF (P = 0.9) showed significant differences
(all P < 0.01) between the two group, while only MEAN in PTTV significantly decreases in heart failure
patients (P< 0.01). Moreover, when combined the HRV, PTTV indices, and the predicted probabilities
generated from the distance distribution matrix-based convolutional neural network models, the highest
classification performances were achieved by a support vector machine classifier, outputting a sensitivity
of 0.93, a specificity of 0.88, and an accuracy of 0.90. This paper demonstrated the potential of PTTV
analysis for the detection of clinical heart failure.

INDEX TERMS Pulse transit time variability (PTTV), electrocardiogram (ECG), heart rate variability
(HRV), heart failure, cardiovascular time series, entropy.

I. INTRODUCTION
Heart failure is a typical degeneration of the heart func-
tion featured by the reduced ability for the heart to pump
blood efficiently [1], and is a common and costly clin-
ical syndrome, associated with significant morbidity and
mortality [2]. Timely diagnosis is important to optimize
evidence-based treatment opportunities, which can delay
mortality and improve symptoms. However, heart failure
remains insufficiently diagnosed worldwide, especially in
early age [2], [3]. Early and precise diagnosis is thus vital in
clinic for the treatment.

Cardiovascular variabilities, typically as heart rate vari-
ability (HRV), have given an insight into understanding the

abnormalities of heart failure, and can be used to identify
the higher-risk patients [4], [5]. HRV has been used as a risk
predictor in patients with heart failure [6]–[8]. Depressed
HRV can be observed in heart failure patients [9] and even
in early stages of ventricular dysfunction [10]. The level
of sympathetic activation is highly related to the sever-
ity of the impairment [11]. Heart failure patients usually
have a higher sympathetic and a lower parasympathetic
activity [7], [8]. Over the past years, various HRV indices
from time-, frequency- and non-linear domain were used
for heart failure detection. For time-domain analysis, from
a prospective study on 433 patients, Nolan et al. [12] found
that SDNN was the most powerful risk predictor of death
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for heart failure disease. For frequency-domain analysis,
La Rovere et al. [5] reported that the low frequency (LF)
component was a powerful predictor of sudden death in
heart failure patients. Hadase et al. [4] confirmed that the
very low frequency (VLF) content was a powerful predic-
tor. Guzzetti et al. found significantly lower LF power and
lower 1/f slope in heart failure patients compared with con-
trols. Moreover, the patients who died during the follow-up
period presented further reduced LF power and steeper 1/f
slope than the survivors [13]. Binkleyet al. [8] also used HRV
spectral analysis and found that parasympathetic withdrawal,
in addition to the augmentation of sympathetic drive, was
an integral component of the autonomic imbalance char-
acteristic for heart failure patients. For non-linear analysis,
Woo et al. [7] demonstrated that Poincare plot analysis was
associated with marked sympathetic activation in heart fail-
ure patients and may provide additional prognostic informa-
tion into autonomic alterations and sudden cardiac death.
Mäkikallio et al. [14] reported a short-term fractal scaling
exponent was the strongest predictor of mortality of heart fail-
ure. Poon and Merrill [6] found that the short-term variations
of beat-to-beat interval exhibited strongly and consistently
chaotic behavior in all healthy subjects but not in heart fail-
ure patients [6]. Peng et al. [15] used detrended fluctuation
analysis (DFA) method and confirmed a reduction in time
series complexity in heart failure patients. Liu et al. [16]
reported a decrease of approximate entropy (ApEn) values
in heart failure group. Costa et al. [17] used the multiscale
entropy for classifying heart failure patients and healthy sub-
jects, and achieved best discrimination at the scale 5. Various
machine learning methods were also proposed to diagnose
patients suffering from heart failure based on HRV. Typical
studies included: Isler and Kuntalp [18] proposed a k-nearest
neighbor classifier (KNN) and wavelet entropy-based model.
Jovic and Bogunovic [19] utilized random forest and com-
binations of linear and non-linear features of HRV. Pecchia
et al. [20] designed a classifier based on regression tree and
the selected HRV features. Wang et al. [21] used a support
vector machine (SVM) method combined with several HRV
features. Li et al. [22] proposed a new method combining
convolutional neural network (CNN) and distance distribu-
tion matrix (DDM) for identification of heart failure patients.

Different cardiovascular variabilities attribute to var-
ious autonomic control mechanisms for cardiovascular
system [23]. HRV reflects the variability of RR intervals
between successive sinus heartbeats, which results from
the impact of autonomic nervous system tone on cardio-
vascular system [5]. The time interval between ventricu-
lar electrical activity and the arrival of a peripheral pulse
wave is commonly defined as pulse transit time (PTT) and
its variability, i.e., pulse transit time variability (PTTV),
can provide an insight for understanding the peripheral
circulation [24]–[26]. PTT is mainly mediated by the periph-
eral sympathetic activity. Thus, the hypothesis in the current
study is, the combination analysis of HRV and PTTV can pro-
vide a further insight for understanding the level of peripheral

sympathetic activation for heart failure patient, and can help
on enhancing the detection accuracy for heart failure. To test
this hypothesis, a simultaneous analysis of HRV and PTTV,
performed on both normal subjects and heart failure patients,
was carried out, aiming to investigate the improvement of
HRV-based heart failure detection with the assistant of PTTV
analysis.

II. METHOD
A. DATABASE
In this study, 40 normal subjects and 40 heart failure
patients were enrolled, with the matched age and sex, aged
between 30 and 75 years. All subjects gave the informed
consent and confirmed that they had not have participated
in any other clinical trials in the previous three months.
The study obtained full approval of the Clinical Ethics
Committee of the Qilu Hospital. The investigation con-
formed with the principles of expressed in the revised guide-
lines of Declaration of Helsinki – the fifth revision in the
Edinburgh 2000 [27].

Heart failure patients were in classes II-III of the NewYork
Heart Association (NYHA) with functional classification
confirmed by an ultrasonic cardiogram (UCG) test. Left ven-
tricular ejection fractions (LVEF) from three cardiac cycles
were measured by a cardiologist, and their average value was
used as the reference LVEF for that subject. The LVEF from
the heart failure patients was less than 50% in this study.
The normal subjects had normal UCG and ECG, and normal
LVEF in the range of 50-80%. The subject demographic
information is given in Table 1.

TABLE 1. Physiological variables from 40 normal subjects and 40 heart
failure patients. Data are expressed as number or mean ± standard
deviation (SD).

B. EXPERIMENTAL PROCEDURE
All measurements were undertaken in a quiet, temperature
controlled clinical measurement room (25±3◦C) at Qilu Hos-
pital. Before signal recording, each subject lay supine on
a measurement bed for a 10 min rest period. Lead-II ECG
and radial artery pressure waveforms (RAPW) were acquired
with a sample rate of 1,000 Hz and a 5-10 min signal length.
Systolic and diastolic blood pressures (SBP and DBP) were
manually recorded at the end of the measurement (shown
in Table 1).
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C. CONSTRUCTION OF RR AND PTT TIME SERIES
Figure 1 shows synchronously recorded ECG and RAPW sig-
nals. Baselines (0-0.05 Hz) were removed from the original
signals using a high-pass filter. R-wave peaks in ECG [28]
and the start points of pulse (pulse feet) [29] were detected.
RR interval time series were obtained from the adjacent
R-wave peaks and PTT interval time series were obtained
from the R wave peaks to the feet of the corresponding pulse.

FIGURE 1. Synchronously recorded ECG and RAPW signals. The detected
R-wave peaks are denoted as ‘‘�’’and the feet of RAPW are denoted as
‘‘H’’. The RR interval is the interval between two adjacent R-wave peaks.
The heart-radial PTT is the interval from the R-wave peak to the foot of
RAPW signal.

D. VARIABILITY FEATURES CALCULATION
HRV and PTTV were quantified by calculating the time-,
frequency- and non-linear domain features. For a RR or PTT
time series x(i) (1 ≤ i ≤ N , in this study, the length of both
RR and PTT time series was set as constant value N = 300).
The detailed descriptions of the variability features were
summarized as follows.

Three time-domain features were defined: the mean value
of time series (MEAN), the standard deviation of time
series (SDNN) and the square root of the mean of the sum of
the squares of differences between adjacent intervals of time
series (RMSSD):

MEAN =
1
N

N∑
i=1

x(i) (1)

SDNN =

√√√√ 1
N − 1

N∑
i=1

(x(i)−MEAN )2 (2)

RMSSD =

√√√√ 1
N − 1

N−1∑
i=1

(x(i+ 1)− x(i))2 (3)

Two spectral components were detected: low frequency
power (LF, 0.04-0.15 Hz) and high frequency power (HF,
0.15-0.4 Hz). LF, HF and the ratio between LF and HF
(LF/HF) were used as the frequency-domain features.

FIGURE 2. Demonstration of the calculation progress for features of
SD1 and SD2. Avg means average.

Non-linear features were from several aspects. First,
Poincare plot was drawn for the x(i) (take RR time series
for example). In this plot, the length of the front RR interval
in two adjacent RR intervals was taken as the horizontal
coordinate and the latter as the vertical coordinate (shown in
Figure 2). The standard deviation of the distances of the RR
intervals to the line y = − − x + 2RRmean was defined as
SD1 and to the line y = x was defined as SD2 [30]. SD1 was
related to the fast beat-to-beat variability while SD2 described
the longer-term variability in RR time series. Then, entropy-
based measures were employed. Entropy measures provide
a useful tool for quantifying the regularity of cardiovascular
signals. Both sample entropy (SampEn) [31] and the newly
developed fuzzy measure entropy (FuzzyMEn) [32], [33]
were used. The detailed calculation processes can be found
in [31] and [32] respectively.

E. CONSTRUCTION OF DISTANCE DISTRIBUTION
MATRIX (DDM)
Construction of DDM is an essential step for entropy calcu-
lation. As an intermediate step, entropy needs to determine
the similarity degree between any two vectors Xmi and Ymj
at both embedding dimension m and m + 1 respectively,
by calculating DDM. The difference between normal and
heart failure subjects can be depicted and observed by DDM,
thus it is a desirable input for CNN as it reveals the features
of times series in the manner of entropy analysis but contains
richer information than a simple single entropy value result.
We first revealed this DDM method in [34] and then used
it for the HRV-based heart failure study [22]. In this study,
we employed DDM as a non-linear analysis method for HRV
and PTTV. Here, we introduced the construction methods for
three DDM types.

For SampEn, the distance between Xmi and Ymj is defined
as dmi,j = |x (i+ k)− x(j+ k)|. If the distance is within
the threshold parameter r , the similarity degree between the
two vectors is 1; if the distance is beyond the threshold
parameter r , the similarity degree is 0. There is absolutely
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a 0 or 1 determination. Unlike the 0 or 1 discrete determi-
nation for vector similarity degree in SampEn, FuzzyMEn
outputs continuous numerical values between 0 and 1 for vec-
tor similarity degree, by converting the absolute distance of
dmi,j = |x (i+ k)− x(j+ k)| by a fuzzy exponential function

u
(
dmi,j, n, r

)
= exp(−

(
dmi,j
)n/

r). FuzzyMEn includes two
entropy information from both global vector similarity degree
(denoted as FuzzyGMEn), and local vector similarity degree
(denoted as FuzzyLMEn). For each of the three entropymeth-
ods (SampEn, FuzzyGMEn and FuzzyLMEn), we generated
the DDM images.

DDM was firstly generated at the setting of embedding
dimension m and m+ 1. Then the difference matrix of these
two DDMs, also a DDM, was calculated as the image input
for the following CNN classifier. Since each RR or PTT time
series has a length of N = 300, we segmented RR or PTT
time series using a fixed window of 100 points with a 95%
overlap for DDM generation. Thus, each RR or PTT time
series generated 41 difference matrix DDMs as the input of
CNN model. Figures 3-5 demonstrate the DDM examples
for RR time series generated by SampEn, FuzzyGMEn and
FuzzyLMEn respectively. Figures 6-8 demonstrate the DDM
examples for PTT time series. In each figure, the upper panels
show the results from a normal subject, and the lower panels
show the results from a heart failure patient. Xi and Yj are
vectors in the time series, at the embedding dimension m
and m + 1, as well as their difference. Dark colored areas
indicated the large similarity degree and vice versa. Number
of similar vectors (i.e., matching vectors) decreased when the
embedding dimension changes fromm tom+1. Fixed param-
eters were set as: embedding dimension m = 2 and tolerate
threshold r equals 0.1 times of the standard deviation of x(i).
The reason of using a relatively small tolerate threshold value
is that the length of RR or PTT time series is relatively short
in this study. Large threshold r values can lead to the invalid
entropy values for short time series as recommended in [35].

FIGURE 3. DDM examples for RR time series generated by SampEn:
(A1-A3) from a normal subject: (A1) m = 2, (A2) m = 3, (A3) the difference
of (A1) and (A2); (B1-B3) from a heart failure patient: (B1) m = 2, (B2)
m = 3, (B3) the difference of (B1) and (B2).

FIGURE 4. DDM examples for RR time series generated by FuzzyGMEn:
(A1-A3) from a normal subject: (A1) m = 2, (A2) m = 3, (A3) the difference
of (A1) and (A2); (B1-B3) from a heart failure patient: (B1) m = 2, (B2)
m = 3, (B3) the difference of (B1) and (B2).

FIGURE 5. DDM examples for RR time series generated by FuzzyLMEn:
(A1-A3) from a normal subject: (A1) m = 2, (A2) m = 3, (A3) the difference
of (A1) and (A2); (B1-B3) from a heart failure patient: (B1) m = 2, (B2)
m = 3, (B3) the difference of (B1) and (B2).

In addition, similarity weight n was set as 2 for FuzzyGMEn
and 3 for FuzzyLMEn.

F. CNN CLASSIFIER FOR DDM IMAGES
CNN has become a popular method for feature extraction and
classification without requiring pre-processing of raw signal.
In this study, the difference matrix DDMs (size 98 × 98)
between embedding dimensions 2 and 3 were used as the
input of CNN classifiers. CNN was implemented using the
Neural Network Toolbox in Matlab R2017a. A 10-layer net-
work structure was developed as shown in Figure 9, which
contained 3 convolution layers (C1 5 filters with kernel size
5 × 5, C2 10 filters with kernel size 8 × 8 and C3 20 filters
with kernel size 7 × 7 respectively), 3 max pooling layers,
a flatten layer and a fully connected layer, as well as the input
and output layers. The convolution layer extracted various
local features of the previous layer by convolution operation.
The pooling layer combined similar features and made the
feature robust to noise (using Max pooling with kernel size

VOLUME 7, 2019 17719



L. Zhao et al.: Enhancing Detection Accuracy for Clinical Heart Failure Utilizing PTT Variability and Machine Learning

FIGURE 6. DDM examples for PTT time series generated by SampEn:
(A1-A3) from a normal subject: (A1) m = 2, (A2) m = 3, (A3) the difference
of (A1) and (A2); (B1-B3) from a heart failure patient: (B1) m = 2, (B2)
m = 3, (B3) the difference of (B1) and (B2).

FIGURE 7. DDM examples for PTT time series generated by FuzzyGMEn:
(A1-A3) from a normal subject: (A1) m = 2, (A2) m = 3, (A3) the difference
of (A1) and (A2); (B1-B3) from a heart failure patient: (B1) m = 2, (B2)
m = 3, (B3) the difference of (B1) and (B2).

2× 2 for all three pooling layers). The Flatten layer was used
to ‘‘flatten’’ the input, that is, to make multidimensional (7×
7 here) input one-dimensional (49 × 1). The fully connected
layer combined the various local features extracted in the pre-
vious stage, and finally obtained the posterior probability of
each category (2× 1) through the output layer [36]. Figure 9
illustrates the architecture of the implemented CNN model
and its detailed components for each layer. Leaning rate was
set as 0.001 and the number of epochs was set as 20.

G. CLASSIFICATION AND EVALUATION
In this study, we performed classification of normal and heart
failure subjects using three scenarios.

Scenario I: classification by only CNN-based method
(DDMs as the input images).

Scenario II: classification by SVM classifier using HRV
information only. The HRV indices includes the time-,
frequency- and non-linear domain indices mentioned above.
In addition, CNN model can generate predicted probabilities

FIGURE 8. DDM examples for PTT time series generated by FuzzyLMEn:
(A1-A3) from a normal subject: (A1) m = 2, (A2) m = 3, (A3) the difference
of (A1) and (A2); (B1-B3) from a heart failure patient: (B1) m = 2, (B2)
m = 3, (B3) the difference of (B1) and (B2).

FIGURE 9. The architecture of the CNN network.

for classifying normal or heart failure. Thus, the predicted
probabilities generated from inputting different DDM images
(SampEn, FuzzyGMEn and FuzzyLMEn respectively) for
RR time series were also used as the SVM input features.
Since there are 41 predicted probabilities for each DDM
type for each subject, the average results were used as the
individual feature.

Scenario III: classification by SVM classifier using the
combination of HRV and PTTV information. The HRV and
PTTV indices from time-, frequency- and non-linear domain,
as well as the predicted probabilities generated from the six
DDM images (three for RR and three for PTT time series),
were used as the SVM inputs.

Here the open access libsvm software package was used
to learn the SVM models [37]. The leave-one-out (LOO)
method was used to train and test the SVM classifier. The
LOO-based validation was performed considering all sub-
jects in the database and was performed with 80 iterations in
this study, such that in each iteration the classifier is trained
with 79 subjects and tested on the remaining one sample,
to generate the classification result for normal and heart
failure classification. It is a total patient-independent test. The
Gaussian kernel was used in SVM. C and γ were optimized
using a grid searchmethodwith the search range overC (from
0.1 to 100) and γ (from 1 to 50).
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Sensitivity (Se), specificity (Sp) and Accuracy (Acc)
defined in (4-6), were used for the evaluation, where true
positive (TP) denotes the number of heart failure patients
correctly classified as heart failure, false positive (FP) refers
to the number of normal subjects incorrectly classified as
heart failure, true negative (TN) associates with the number
of normal subjects correctly classified as normal, and false
negative (FN) refers to the number of heart failure patients
incorrectly classified as normal.

Se =
TP

TP+ FN
(4)

Sp =
TN

TN+ FP
(5)

Acc =
TP+ TN

TP+ TN+ FP+ FN
(6)

III. RESULTS
A. STATISTICAL RESULTS OF INDICES
Mean ± SD of all indices were obtained across all sub-
jects (40 normal subjects and 40 heart failure patients). Stu-
dent’s t-test was used to compare the statistical differences
between two groups. Statistical significance was set a priori at
P < 0.05.

TABLE 2. HRV indices from 40 normal subjects and 40 heart failure
patients. Data are expressed as mean ± SD.

Table 2 gives the overall means and SDs of HRV indices
(i.e., MEAN, SDNN, RMSSD, LF, HF, LF/HF, SD1, SD2,
SampEn and FuzzyMEn) from the two groups. As shown
in Table 2, there were no significant differences in MEAN
(P = 0.1) and LF/HF (P = 0.9) between two groups.
However, there were significant differences in other eight
indices (all P < 0.01). For time-domain indices, SDNN in
heart failure group was significantly lower by 16 ms (37 ±
16 vs 21 ± 15 ms) and RMSSD was significantly lower by
19ms (34± 21 vs 15±10ms). For frequency-domain indices,
LF in heart failure group was significantly lower by 270 ms2

(355± 447 vs 85± 130 ms2) and HF was significantly lower
by 469 ms2 (576 ± 676 vs 107 ± 145 ms2). For non-linear
indices, SD1 in heart failure group was significantly lower
by 7 ms (19 ± 8 vs 12 ± 6 ms) and SD2 was significantly
lower by 9 ms (26 ± 13 vs 17 ± 5 ms). SampEn in heart
failure group was significantly lower by 0.18 (1.68± 0.18 vs
1.50 ± 0.27) and FuzzyMEn was significantly lower by 0.40
(1.71 ± 0.27 vs 1.31 ± 0.44).

TABLE 3. PTTV indices from 40 normal subjects and 40 heart failure
patients. Data are expressed as mean ± SD.

Table 3 gives the overall means and SDs of PTTV indices
from the two groups. As shown in Table 3, only MEAN had
significant difference between the two groups (normal group
125 ± 13 vs heart failure group 115 ± 15 ms, P < 0.01).
However, the other nine indices had no significant differences
between the two groups (all P > 0.05).

B. CLASSIFICATION RESULTS FOR SCENARIO I
Table 4 presents the classification results for Scenario I
test, where classification was only based on CNN classifier
using DDMs as input. For RR time series, DDMs generated
from FuzzyGMEn reported the highest accuracy of 0.83,
while DDMs generated from both SampEn and FuzzyL-
MEn reported accuracies of 0.79. DDMs from PTT time
series reported slightly lower accuracies compared with those
from RR time series. For PTT time series, DDMs generated
from FuzzyLMEn reported the highest accuracy of 0.79.
In addition, DDMs from RR time series reported higher
sensitivity while DDMs from PTT time series reported higher
specificity.

TABLE 4. Resutls for classification of health subjects and heart failure
patients using DDM-based CNN classifier.

C. CLASSIFICATION RESULTS FOR SCENARIO II
Table 5 presents the classification results for Scenario II test,
where the results were from analysis of only HRV indices,
and from both HRV indices and the predicted probabilities
from DDM-based CNN models. Using only HRV indices,
SVM classifier generated a sensitivity of 0.83 and a speci-
ficity of 0.80, resulting in an accuracy of 0.81. However,
when combined with the predicted probabilities generated
from the DDM-based CNNmodel, performances of the SVM
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TABLE 5. Results for classification of health subjects and heart failure
patients using HRV+DDM-based SVM classifier.

TABLE 6. Results for classification of health subjects and heart failure
patients using HRV+PTTV+DDM-based SVM classifier.

classifier had a significant increase, with a sensitivity of 0.90,
a specificity of 0.85, and an accuracy of 0.88.

D. CLASSIFICATION RESULTS FOR SCENARIO III
Table 6 presents the classification results for Scenario III test,
where the results were from analysis of HRV, PTTV, as well
as the predicted probabilities fromDDM-based CNNmodels.
Using only HRV and PTTV indices, SVM classifier gener-
ated a sensitivity of 0.85 and a specificity of 0.83, resulting
in an accuracy of 0.84. When combined with the predicted
probabilities generated fromDDM-based CNNmodels (three
for RR and three for PTT time series), the final classification
achieved a sensitivity of 0.93 and a specificity of 0.88, giving
a highest classification accuracy of 0.90.

IV. DISCUSSION
This study combined the information of cardiovascular time
series variability and phase space reconstruction to clas-
sify normal subjects and heart failure patients. Two time
series, i.e., RR and PTT time series were used. HRV and
PTTV indices were calculated from the time-, frequency-
and non-linear domains. Phase space reconstruction infor-
mation was from the analysis of DDM by a CNN model.
Finally, HRV, PTTV indices and the predicted probabilities
from DDM-based CNN models were combined to perform a
binary normal or heart failure classification by SVMclassifier
with LOO-based validation, outputting a sensitivity of 0.93,
a specificity of 0.88, and an accuracy of 0.90.

Over the past years, automatic classification for normal
and heart failure has been studied. Isler and Kuntalp [18]
proposed a model based on KNN and wavelet entropy mea-
sures, and achieved accuracies between 78.31% and 84.34%
when using different features to train the model. Jovic
and Bogunovic [19] proposed a model based on random
forest and combinations of linear and non-linear features
of HRV, reporting an accuracy of 73% when only using
entropy calculation and further improving to around 84% by
using combinations of linear and non-linear HRV features.
Pecchia et al. [20] designed a classifier based on regression
tree and the selected HRV features, achieving a sensitivity
of 89.74% and a specificity of 100%. However, these high
performances were achieved by analyzing the long 24-h

recordings, which is not the situation of short-term analysis
in this study. Wang et al. [21] still used a SVM method com-
bined with several HRV features on 24-h Holter recording
and achieved an accuracy of 90.95%. Our previous work used
a combination of CNN and DDM on 24-h RR time series
reported an accuracy around 80% for classifying normal sinus
rhythm and congestive heart failure [22]. In the current study,
we extended the analysis from only using RR time series
to using the combination information of RR and PTT time
series. One unique new is that, to use the predicted proba-
bilities from DDM-based CNN models as new added input
features for SVM-based normal/heart failure classifier. Since
the new method involved more information than previous
studies, it can achieve high classification accuracy even in the
short-term (5-min) application scenario.

As shown in Tables 2 and 3, the majority of HRV
indices showed significant differences between two groups
while PTTV indices did not, indicating that the sympathetic/
parasympathetic nervous system seems like to play only a
minor role in the regulation of the peripheral circulation for
heart failure patients. The possible explanation can be that
blood vessels are mainly innervated by sympathetic nerve
fibers, and the change in peripheral sympathetic nerve is
not significant in heart failure subjects. However, the SVM
classifier using the combination of HRV and PTTV indices
obtained a 3% accuracy increase compared with the results
from only using HRV indices (shown in Tables 5 and 6),
indicating the potential usefulness of PTTV analysis.

In previous study, significant decrease in PTT has been
observed in clinical heart failure [38], [39], indicating the
heart failure patients had lower peripheral arterial elasticity.
The possible reason can be explained that with the decrease
of left ventricular function, the activity of peripheral sym-
pathetic nerve is stimulated, and the tension of the artery
is enhanced while its elasticity is decreased, resulting in a
shorter PTT. The proof can be also from other studies in [40]
and [41], where significant increase in PTT was observed
within 24 h after percutaneous coronary intervention (PCI)
procedure for coronary artery disease patients, indicating that
PCI procedure is helpful for improving arterial elasticity and
left ventricular functions.

HRV have beenwidely explored in variety of clinical appli-
cation, while the study for PTTV is still few. Clear and quan-
titative PTTV in heart failure keeps unknown. Physiological
time series variability, especially the short-term analysis
(∼ 5 minutes), was welcomed in clinic since the long-term
signal recording is difficulty [42]. Recently developed
entropy methods have shown good performance for
short-term signal analysis [43], [44]. Entropy results in the
current study verified the significant reduction of regularity
in RR time series while the reduction of regularity in PTT
time series was not significant. However, as an intermediate
step of entropy calculation, DDM images hold more 2-D
information for the time series changes. Thus, adding the
DDM information of PTT time series into SVM classi-
fier has enhanced the classification accuracy, generating a
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final highest accuracy of 0.90 for normal and heart failure
classification.

It is also worth to note that, the calculation method for PTT
could generate potential influence on this study. Actually,
we need the interval of the arterial pulse wave to travel from
the aortic valve to the peripheral arteries, i.e., vascular transit
time (VTT). However, the R-peak referred PTT calculation
involves both the ventricular pre-ejection period (PEP) and
VTT [45], where PEP is an electromechanical delay and is
defined as the timing interval between the onsets of ventric-
ular depolarization and ejection. Moreover, the variation in
PTT has been proven to tend to follow closely the variation
in PEP [46]. Thus, we regarded this point as a limitation of the
current study, although obtaining PTT from the R-wave peak
to the foot of pulse signal is a common operation in clinical
research. In addition, the number of subjects should increase
for further confirming the usefulness of the combination of
multiple machine learning methods, i.e., CNN+SVM classi-
fiers used in this study.
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