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ABSTRACT Progress in wearable techniques makes the long-term daily electrocardiogram (ECG) monitor-
ing possible. However, the long-term wearable ECGs can be significantly contaminated by various noises,
which affect the detection and diagnosis of cardiovascular diseases (CVDs). The situation becomes more
serious for wearable ECG screening, where the data are huge, and doctors have no way to visually check the
signal quality episode-by-episode. Therefore, automatic and accurate noise rejection for the wearable big-
data ECGs is craving. This paper addressed this issue and proposed a noise rejection method for wearable
ECGs based on the combination of modified frequency slice wavelet transform (MFSWT) and convolutional
neural network (CNN). Wearable ECGs were recorded using the newly developed 12-lead Lenovo smart
ECG vest with a sample rate of 500 Hz and a resolution of 16 bit. One thousand 10-s ECG segments
were picked up and were manually labeled into three quality types: clinically useful segments with good
signal quality (type A), clinically useful segments with poor signal quality (type B), and clinically useless
segments (pure noises, type C). Each of the 1,000 10-s ECG segments were transformed into a 2-D time-
frequency (T-F) image using the MFSWT, with a pixel size of 200×50. Then, the 2-D grayscale images
from MFSWT were fed into a 13-layer CNN model for training the classification models. Results from
the standard 5-folder cross-validation showed that the proposed combination method of MFSWT and CNN
achieved a highest classification accuracy of 86.3%, which was higher than the comparable methods from
continuous wavelet transform (CWT) and artificial neural networks (ANN). The combination of MFSWT
and CNN also had a good calculation efficiency. This paper indicated that the combination of MFSWT and
CNN is a potential method for automatic identification of noisy segments from wearable ECG recordings.

INDEX TERMS Wearable ECG, signal quality assessment (SQA), convolutional neural network (CNN),
modified frequency slice wavelet transform (MFSWT).

I. INTRODUCTION
Cardiovascular disease (CVD) is one of the major diseases
that cause human death. According to the latest World Health
Organization (WHO) report, about 17.5 million people died
from CVDs in 2012, accounting for 30% of all global
deaths [1]. The incidence of CVD deaths is predicted to rise
to 23 million by 2030 [1]. The costs for CVD-related treat-
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ment including medication are also substantial. CVD-related
cost in the low- and middle-income countries over the
period 2011–2025 is estimated approximately 3.8 trillion
U.S. dollars [2]. CVD, which is hailed as ‘‘the world’s first
killer’’, is increasingly threatening people’s health and life.
Therefore, as a comprehensive reflection of cardiac activity,
electrocardiogram (ECG) signal is of great significance in
clinic [3]. Advancement of wearable technology has enabled
the recording of long-term dynamic ECGs, making behavior
monitoring under daily life possible. Monitoring of long-term
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dynamic ECGs can improve the shortcomings of the tradi-
tional short-term ECGs collection in rest state.

Dynamic ECGs are usually weak and are easy to be con-
taminated by different noises and other human electrical
signals, such as electromyographic (EMG) signal. Under
different conditions, type and intensity of signal noises are
significantly different, which brings the challenge for signal
analysis and the following disease diagnosis. Therefore, sig-
nal quality assessment for dynamic ECGs is useful [4], [5],
and can help to reject the signal episodes with low signals
quality [6], [7].

Convolutional neural network (CNN), as a typical deep
learning method, allows the 2-D image data to be fed to
machine and automatically discover the key signal fea-
tures without manual intervention and experts’ prior knowl-
edge [8]. Thus, it can be used to process the ECG-generated
images, by optimizing the filters in the CNN model. In the
current study, we tried the CNN method for classifying ECG
2-D images with different signal quality levels. In this way,
we can select clinically valuable ECG episodes and reject the
noisy ones.

Meanwhile, a time-frequency (T-F) method, named modi-
fied frequency slice wavelet transform (MFSWT), was used
to convert 1-D ECG signal into 2-D T-F image data, which
can be fed to the CNN classifier. There are many common
T-F transformationmethods, such as short-time Fourier trans-
form (STFT), Wigner-Ville distribution (WVD), and contin-
uous wavelet transform (CWT) [9], as well as the MFSWT
method proposed in 2017 [10]. MFSWT can efficiently con-
tain the time-frequency information, such as P-wave, QRS
complex and T-wave, in the transformed 2-D images.

In this study, a newly developed 12-lead Lenovo Smart
ECG vest was used to record the wearable ECG signals with
a sample rate of 500 Hz and a resolution of 16 bits. One
thousand 10-s ECG segments were picked up with strict
signal quality manually labelling with three quality types:
clinically useful segments with good signal quality (type A),
clinically useful segments with poor signal quality (type B)
and clinically useless segments (pure noises, type C) [11].
Each of the 1,000 10-s ECG segments was transformed into a
2-D time-frequency image usingMFSWT, with a pixel size of
200×50. Then, the 2-D image is fed into the CNN to train the
classification model. The trained model was evaluated by the
indices including accuracy, sensitivity and specificity with a
5-folder cross validation method [12].

II. METHODS
A. MODIFIED FREQUENCY SLICE WAVELET
TRANSFORM (MFSWT)
ECG signal, as a continuous time signal closely related to the
physiological phenomenon of human diseases, generally has
quasi-periodic, non-stationary and dynamic characteristics.
Existing study showed that T-F representation method can be
better to localize time and frequency information contained in
the special components in ECGs, such as P-wave, QRS com-
plex and T-wave [13]. STFT, WVD and CWT are typical T-F

representation methods. Yan et al. [9] proposed a new T-F
method named as frequency slice wavelet transform (FSWT)
to accurately locate the signal feature in 2-DT-F plane. FSWT
is essentially an extension of the short-time Fourier trans-
form in frequency domain. The advantages include (1) the
T-F window of the transform is the center of the observed
T-F window; (2) the frequency resolution is controllable;
(3) the frequency slice function (FSF) can be freely designed;
(4) the signal reconstruction and FSFs are independent of
each other [14]. However, FSWT has drawbacks in the appli-
cation since the T-F positioning accuracy is affected by the
transformation scale, and transformation scale is difficult to
determine in actual use [15]. Thus, Luo et al. [10] proposed
an improved MFSWT method and applied it to the heartbeat
T-F spectrum analysis. Since MFSWT follows the rules of
producing T-F representation from the frequency domain, this
method has the characteristics of high T-F resolution and
accurate positioning of frequency components of the region
of interest.

A bound signal-adaptive FSF was introduced in MFSWT
to serve as a dynamic frequency filter. It can realize the
adaptive measurement process of signal energy distribution
at different observation frequencies. FSF of the narrow fre-
quency window is used to observe the frequency components
with small energy, while FSF of wide frequency window is
used to observe the frequency components with large energy.
The model of MFSWT was expressed as follows:

Assume f̂ (k) is the Fourier transform of f (t). MFSWT is
expressed in frequency domain as,

Wf (t, ω) =
1
2π

∫
+∞

−∞

f̂ (k)p̂∗(
µ− ω

q(f (k))
)e−iktdk (1)

where t and ω are observed time and frequency, respectively,
∗ represents conjugation operator, p̂ is the FSF defined as
p̂ (x) = e−x

2/2, q is defined as a scale function of f̂ (k). Since
q is a function of signal frequency conversion, it enables the
transform with signal-adaptive property. In the T-F analysis
of the sign signal, q uses the function form of Eq. (2):

q = δ + sign
(
∇ | f̂ (µ)

)
(2)

where δ is the frequency position of the signal main compo-
nent. It can be estimated from the frequency position corre-
sponding to maximum

∣∣∣f̂ (µ)∣∣∣. ∇(·) is a differential operator,
and sign(·) means signum function, which returns 1 if the
input is greater than zero, 0 if it is zero, or−1 if it is less than
zero. FSF here adopts a Gaussian function form and p̂ (0) = 1
is always true. Then the original signal can be reconstructed
as follows.

f (t) =
1
2π

∫
+∞

−∞

∫
+∞

−∞

Wf (t, ω)eiω(t−τ )dτdω (3)

Fig.1 shows the examples of 10-s ECGs, as well as their
correspondingMFSWT images. Signals a, d and g in Fig.1 are
three typical 10-s ECG segments with different signal quality
levels. Signal a is an example of 10-s ECG segments with
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FIGURE 1. Examples of 10-s ECG segments and their corresponding
MFSWT images: a. Example of type A ECG signal, b. MFSWT image of a
type A ECG with pixel of 200× 50, c. MFSWT image of a type A ECG with
pixel of 560× 420, d. Example of type B ECG signal, e. MFSWT image of a
type B ECG with pixel of 200× 50, f. MFSWT image of a type B ECG with
pixel of 560× 420, g. Example of type C ECG signal, h. MFSWT image of a
type C ECG with pixel of 200× 50.

very good signal quality (Type A in this study), which clin-
icians can use to analyze both the rhythm and morphology
information. Signal d is an example of 10-s ECG segments

with poor signal quality (Type B), but it is still clinically
useful. ECG rhythm information can be obtained from this
type signal while ECG morphology information cannot be
obtained. Signal g is an example of 10-s ECG segments with
very serious noises (Type C). Clinically useful information
can be hardly obtained from this type signal. For MFSWT
images, the time-domain characteristics in ECG waveform,
such as P-wave, QRS complex and T-wave have been accu-
rately located in the signal spectrum. In this study, MFSWT
was used to generate spectrograms of an ECG signal for
CNN-based classifier input. Figure c, f, and i are the initial
T-F images with pixel of 560 × 420 obtained by MFSWT.
We found that the lower half of the images are roughly the
same and the amount of information is very small. In order
to improve the training efficiency, we have intercepted and
resized the initial T-F graph and got Figure b, e, h with pixel
of 200× 50.

B. CONVOLUTIONAL NEURAL NETWORK (CNN)
The ability of multi-layer CNN model trained with gradient
descent to learn complex, high-dimension, non-linear map-
pings from large collections of examples makes it obvious
candidate for image recognition tasks [16]–[22]. CNN has
become a popular method for feature extraction and clas-
sification without requiring pre-processing and pre-training
algorithm [23]. It is a composition of sequences of functions
or layers that maps an input vector to an output vector. The
input x lk is expressed as:

x lk =
∑Nl−1

i=1
conv2D

(
wl−1ik , sl−1i

)
+ blk (4)

Similarly, blk and wl−1ik are the bias and kernel of the k-th
neuron at layer l, respectively, sl−1i is the output of the i-th
neuron at layer l − 1, and conv2D(., .) means a regular 2-D
convolution without zero padding on the boundaries. So the
output ylk can be described as:

ylk = f (
∑Nl−1

i=1
conv2D

(
wl−1ik , sl−1i

)
+ blk ) (5)

Since the single-layer perceptron model cannot handle the
linear indivisibility problem, in 1986, Rumelhart et al. [24]
proposed a multilayer feedforward network trained by the
error inverse propagation algorithm—back propagation (BP)
network. This method solves the problems that some single-
layer perceptrons can’t solve. Assuming that the correspond-
ing output vector of the input is

[
yL1 , y

L
2 , . . . , y

L
NL

]
, and its

ground truth class vector is
[
t1, t2, . . . , tNL

]
. Then the loss

function and incremental error are:

E = E
(
yL1 , y

L
2 , . . . ,y

L
NL

)
=

∑NL

i=1
(yLi − ti)

2
(6)

1l
k =

∂E

∂x lk
(7)

Then the network’s weight update formula is,

ωl−1im = ω
l−1
im − η ×

∂E

∂ωl−1im

(8)
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where η is the learning rate. The implementation of CNN [8]
is summarized in Fig.2.

FIGURE 2. The implementation of CNN.

FIGURE 3. The architecture of the network.

A 13-layer CNN structure was constructed. Except the
input and output layers, it includes three convolution layers,
three ReLU layers, three maximum pooling layers, a flatten
layer and a fully connected layer. The implementation process
of CNN actually includes the feature extraction process. The
model structure in Fig.3 visually shows the process of CNN
extracting features. Fig.3 illustrates the architecture of the
implemented network and its detailed components for each
layer.

The convolution layer extracts various local features of the
previous layer by convolution operation [25]. The role of the
pooling layer is to semantically combine similar features.
The pooling layer makes the feature robust to noise and
deformation through pooling operations [26]. The features
extracted by each layer represent the original image from
different angles in an enhanced manner. As the number of
layers increases, its representation becomes more and more
abstract [27]. The Flatten layer is used to ‘‘flatten’’ the input,
that is, to make multidimensional input one-dimensional.
Each neuron in the fully connected layer is fully connected
to its previous layer. This layer combines the various local
features extracted in the previous stage, and finally obtains
the posterior probability of each category through the output
layer. Table 1 gives the specific parameter settings (after
optimization) for the CNN architecture used in this study.

C. COMPARABLE METHODS
To compare the efficiency and accuracy of the proposed
method, we chose other T-F analysis and machine learning

TABLE 1. CNN specifications designed for the ECG classification problem.

TABLE 2. Distribution of each quanlity type of signal.

methods to train the classification model. CWT [28] was
used as the comparable method of MFSWT and multilayer
perceptron classifier artificial neural networks (ANN) [29]
was used as the comparable method of CNN.

III. EXPERIMENTAL DESIGN
A. DATA
The data were recorded from a newly developed 12-lead
Lenovo Smart ECG device. The database consists of 1,000
10-s ECG segments. ECGs have a sampling rate of 500 Hz
and a resolution of 16 bits. These 10-s ECG segments have
been manually labeled as three quality types: clinically useful
segments with good signal quality (Type A), clinically useful
segments with poor signal quality (Type B), and clinically
useless segments (pure noise, type C). The distribution of
ECG signals of each quality type is shown in Table 2.

B. COMPARATIVE EXPERIMENT
As for CWT, we used wavelet base ‘‘haar’’ to transform these
1-D ECG segments into 2-D T-F grayscale images. Then the
2-D images were fed into the 13-layer CNN model and the
ANN model respectively for training. As for multilayer per-
ceptron classifier ANN, the T-F image was further transferred
into a 1-D vector and were input into the ANN for training
and testing. Specific parameter setting for ANN was showed
in Table 3.

C. MODEL TRAINING AND TEST
We employ a balanced image data set to train the model.
That is, we divided 1,000 records into 5 subsets, and the
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TABLE 3. The optimal ANN specifications designed for the ECG
classification problem.

number of records in each subset was 200. The experiment
was evaluated using a 5-folder cross-validation. When testing
with the first subset, the 200 records in the first subset was
used for verification, and the remaining 800 records were
used to train the model. Four combinations of different T-F
analysis and machine learning methods were tested, i.e.,
CWT+ANN, CWT+CNN, MFSWT+ANN, and the new
proposed MFSWT+ CNN used in this study.

IV. RESULTS
A. PERFORMANCE METRICS
Six widely used metrics, i.e. sensitivity (Se), positive pre-
dictive rate (P+), accuracy (Acc), F-measure, area under the
ROC curve (AUC) and Kappa coefficient, were used for
evaluation of the trained models. Acc and Kappa coefficient
refer to the overall system performance, while the remaining
indexes is specific to each class, and they measure the gener-
alization ability of the classification algorithm to differentiate
events.
N1k denotes the number of ECG segments in the k-th type

correctly identified as being of the k-th type. N2k denotes the
number of ECG segments in the k-th type falsely identified as
being of the other two types.N3k denotes the number of ECG
segments in the other two types falsely identified as being of
the k-th type. The indices are defined for each type as:

Sek =
N1k

N1k + N2k
(9)

P+k =
N1k

N1k + N3k
(10)

Acc =

2×
3∑

k=1
N1k

2×
3∑

k=1
N1k +

3∑
k=1

N2k +
3∑

k=1
N3k

(11)

F-measure is a statistic that is often used to evaluate the
quality of a model. It is defined as:

Fβ =
(β2 + 1)PR
β2P+ R

(12)

where β is the parameter, P is the precision rate, its value is
equal to P+, R is the recall rate, and its value is equal to Se.
Take β = 1, and F1 = 2PR

P+R .
Kappa coefficient can verify consistency and can be used

to measure classification accuracy. It is defined as:

K =
po − pe
1− pe

(13)

where po is the overall classification accuracy, and its value
is equal to Acc. Suppose that the number of real samples
in each class is a1, a2, a3 respectively, and the number of
samples predicted in each class is b1, b2, b3. The total number
of samples is n, and pe =

a1×b1+a2×b2+a3×b3
n×n .

ROC curve is based on a series of different ways of clas-
sification (boundary value or decision threshold), with true
positive rate (Se) as the ordinate, the false positive rate (P+)
as the abscissa, and AUC is defined as the area under the ROC
curve, often used to evaluate the classifier with imbalance
data. Each folder is tested by a specific classifier with the
same parameters and the results are summarized in Table 4.
The overall Kappa coefficient is between 0.61 and 0.80,
indicating that the model classification results are highly
consistent with the actual type of the sample.

TABLE 4. The experimental results.

Fig.4 shows the classification results for the testing data,
presented for each folder of the 5-folder cross validation.
In each panel, the elements in the main diagonal of the
matrix denote the number of ECG segments in the k-th type
correctly identified as being of the k-th type, i.e., N1k . The
sum of the elements in each row of the metric except the main
diagonal element denotes the number of ECG segments in the
k-th type falsely identified as being of the other two types,
i.e., N2k . The sum of the elements in each column of the
matrix except the main diagonal element denotes the number
of ECG segments in the other two types falsely identified
as being of the k-th type, i.e., N3k . The bottom-right corner
element in each panel is the Acc result. Acc is the radio of the
number of correct predicted labels and total number of the
labels.

For type A, Se values were 100%, 90.8%, 85.7%, 100%
and 100% respectively for the five folders, and the cor-
responding P+ values were 90.8%, 93.1%, 94.4%, 93.7%
and 99.2% respectively. For type B, Se values were 68.4%,
65.8%, 47.4%, 55.3% and 89.2% respectively for the five
folders, and P+ values were 92.9%, 61%, 38.3%, 70% and
80.5%, respectively. For type C, Se values were 95.3%,
88.4%, 67.4%, 67.4% and 81.8% and P+ values were 100%,
88.4%, 64.4%, 67.4% and 92.3% respectively. Totally, the
5-folder cross validation achieved Se values of 95.3%, 65.1%
and 80.1% respectively for types A, B and C, and P+ val-
ues of 92.5%, 67.2% and 81.2%, resulting in a total mean
Acc value of 86.3%. Standard deviation of Accfrom 5-folder
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FIGURE 4. Classification results for folders 1∼5 and the total results.
Bottom-right corner element in each panel shows accuracy (Acc) result.

TABLE 5. Comparable results from four combination of time-frequency
analysis and machine learning methods. Significant differences were
indicated as ‘∗’ when compared with the MFSWT+ CNN method.

cross validation was 7.03%, indicating the good stability of
developed method.

B. COMPARABLE RESULTS
Table 5 shows the results between the comparable T-F anal-
ysis/machine learning methods and the method proposed
in this study. Herein, we tested four combinations of T-F
analysis and machine learning. When using the 2-D images
from CWT, classification accuracies for the three signal
quality groups were not high, with 69.5% ± 9.00% for
CWT&ANN and 68.2% ±6.28% for CWT&CNN. When
using the new MFSWT images, the classification accuracies
enhanced higher than 80%, and output 81.5% ± 7.30% for
MFSWT&ANN and 86.3% ± 7.03% for MFSWT&CNN.

Compared with the combination of MFSWT&CNN, other
three combination types output significantly lower classifi-
cation accuracy (Acc) from the t-test (as shown in Table 5).

In addition, compared with CNN, ANN classifier had
lower calculation cost, less than 450 ms for each record. The
experiment was performed using an Intel i5-5200U CPU,
a 2.2 GHz dual core clock and a 4 GB DDR3L memory.

V. DISCUSSION AND CONCLUSION
In this work, we presented a unique architecture of CNN to
distinguish noisy ECGs from clinically useful ECG segments
with the generated T-F images using MFSWT method. High
classification results were obtained from the combination of
MFSWT method and CNN classifier.

Traditionally, signal quality assessment for ECG signal is a
two-classification problem (good or poor quality) [30]–[32].
Studies on three signal quality classification is very rare.
A significant feature of this study is the three type classi-
fications for ECG signal quality, which is from the clinical
reequipment for long-term ECG monitoring and analysis
since in real clinical application, rhythm and morphologi-
cal features can be calculated from ECGs with good signal
quality (type A in this study) while only rhythm features can
be calculated from ECGs with poor signal quality (type B).
We used the real collected wearable ECG data, rather than the
common online public databases, to develop the classification
model, to ensure the clinical usefulness.

Another novelty of this study is the MFSWT-based T-F
analysis method, which can better capture the tiny changes
in the frequency domain and provide better image input
for CNN classifier. Luo et al. [10] compared the effect of
MFSWT with WVD and CWT methods and confirmed that
MFSWT was better than comparable methods in the appli-
cation scenario of heartbeat type classification. Xu et al. [33]
applied this method in the detection of atrial fibrillation (AF),
and enhanced the AF detection accuracy up to 84.85%.
We used this T-F analysis method in this study and obtained
an accuracy of 86.3% in three signal quality classification for
wearable ECGs.

Limitations should be revealed. Frist, the number of signal
segments is not large. More data should be further expanded
in the follow-up study. Secondly, the labels of signal quality
need to be further considered. Although we used a man-
ual manner, there were still some samples with controversy.
We identify the studies on automatic labeling algorithm
should be our future works. Third, the parameter setting of
the used CNN model needs further optimization. The current
CNN model parameters were only optimized using a simple
grid search method. Further optimization on the parameters
is needed. Besides, our accuracy is a bit low because we
are concerned about the three type classification problem.
In the pre-experiment, we used the same method to do the
two-classification experiment, and the accuracy reachedmore
than 90%, similar to the results of other existing studies.

In short, a novel framework based on MFSWT T-F
representation and CNN classifier for ECG signal quality
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classification was proposed, which could accurately iden-
tify the noisy ECG segments for a relatively large amount
of data. The final classification accuracy was 86.3% when
using a standard 5-folder cross validation, indicating the
clinical significance of the method. Considering that CVD is
a dynamical process, it is necessary for patients with CVD
to be monitored using wearable ECG devices. The proposed
method can be used in this situation since it is simple and
efficient.
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